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Abstract
As the amount of biological data in the public domain grows, so does the range of modeling and
analysis techniques employed in systems biology. In recent years, a number of theoretical
computer science developments have enabled modeling methodology to keep pace. The growing
interest in systems biology in executable models and their analysis has necessitated the
borrowing of terms and methods from computer science, such as formal analysis, model
checking, static analysis, and runtime verification. Here, we discuss the most important and
exciting computational methods and tools currently available to systems biologists. We believe
that a deeper understanding of the concepts and theory highlighted in this review will produce
better software practice, improved investigation of complex biological processes, and even new
ideas and better feedback into computer science.

Introduction 1

Computer science is nowadays central to a huge range of scientific areas. In its early days, its 2

task was simply to translate a model expressed in a mathematical language into a computer 3

program simulating it. The field has progressed since then, yielding new domain-specific 4

programming languages that are able to directly model a physical process. 5

In both cases, the computational implementation is perceived as a necessary methodological 6

step for systems biologists, because the simple execution of a program provides an in-silico 7

numerical evaluation of the hypotheses, avoiding the use of complex analytical methods and 8

considerably reducing the costs of expensive in-vivo or in-vitro experiments. 9

Recently, the dichotomies between mathematical and computational models have also been 10

subject to a debate (see also [1, 2]) about whether or not the difference between them arises from 11

their ability to be directly executed [1] or stems mostly from the different purposes and 12

approaches adopted by scientists [2]. 13

The novel concepts and principles (and well-designed tools) developed within the computer 14

science community are accompanied by a domain-specific terminology (for example, executable 15

models, expressivity, abstraction, model checking, reachability analysis, formal verification, and 16

static analysis) that is scarcely known in other scientific communities such as systems biology. 17

The introduction and assimilation of these concepts in fields other than computer science may 18

back-propagate new ideas to computer scientists. 19

Recent works have discussed in detail how the methods borrowed from computer science 20

have already benefited and can further benefit various problems in biology [1–6]. With respect 21

to these previous research and review papers, our effort focuses on discussing how the use of 22

newly developed tools could facilitate the understanding of the concepts, practice, and 23
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terminology acquisition in the current language of systems biologists. Furthermore, this review 24

will take the further step of communicating the usefulness of using a temporal-logic framework 25

for systems biologists who are looking beyond correlation toward event causality or patterns 26

occurring in biological signals. 27

A non-exhaustive literature review, which is nonetheless an aid to understanding current 28

progress in the field, is then presented. 29

Computational Modeling 30

In the last decade, the area of systems biology has benefited greatly from computational models 31

and techniques previously adopted only in computer science to assess the correctness and safety 32

of a program. In this context, the design of a biological model becomes equivalent to developing 33

a computer program. Various programming languages, often biological domain-specific, provide 34

a means of describing the instruction sequence specifying the control flow of a biological 35

process. 36

The syntax of the language defines the ways the symbols may be combined to create 37

well-formed sentences/instructions. This specification is often represented in a textual way (i.e., 38

a process calculus, rule-based system), but in several cases (i.e., Petri nets, state-charts, etc.) a 39

graphical representation is also available. This helps the user to visualize the process with 40

diagrams displaying the flow of the species in the reactions or the change in the internal states. 41

The semantics reveals the meaning of the syntactically valid instructions, by describing the 42

behavior of the model and how it should be executed by the computer. It is also possible that a 43

model specified using a particular language syntax may be executed using different language 44

semantics: for example, a set of chemical reactions rules can be executed using a continuous 45

semantics (ordinary differential equations (ODEs) on molecular concentrations) or a stochastic 46

semantics (on the number of molecules) depending on the level of approximation/complexity [7] 47

that we may want to achieve. For example, COPASI [8,9] is a tool for numerical simulation and 48

analysis of biochemical networks for both their continuous and stochastic dynamics. 49

In the following we discuss the key features of the main computational modeling approaches 50

that have fallen on fertile ground in systems biology. Fig. 1 provides simple examples, inspired 51

by case studies reported in the literature, of the modeling approaches considered. 52

Process Algebras 53

In recent years, computer scientists have intensively investigated the use of process algebras 54

(PAs) for the modeling and the analysis of biological systems [10–14]. The expressive power of 55

PAs (see Fig. 1: 1st row, 1st column) allows formal specification, without any ambiguity about 56

the interactions, communications, and synchronizations between a collection of concurrent 57

processes (also called agents). The reason for the interest in PAs for systems biology is that 58

biological systems can be considered as concurrent reactive systems, where biological species 59

can be modeled as processes interacting with each other. Another important feature of PAs in the 60

modeling of complex (often multi-scale) biological systems is the compositionality, which offers 61

the possibility of defining the whole system, starting from the specification of its 62

subcomponents. Furthermore, PAs usually permit formal reasoning about equivalences between 63

processes. The leading examples of PAs in computational systems biology include 64

Beta-Binders/BlenX [12], SPiM [15–17], Bio-PEPA [13], sCCP [18], and BioShape [19, 20]. 65

PA specifications are usually employed as intermediate models that are then executed or 66

translated in other computational models, using different semantics: continuous differential 67

(ODEs), stochastic (Continuous Time Markov Chains), or abstract (transitions systems). 68
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Figure 1. Most relevant examples of computational modeling approaches introduced
with toy examples. Related tools are listed in Table 1. References for the examples are as
follows: process algebras [12], compartment-based systems [21], rule-based systems [22],
statecharts [23], hybrid systems [24], Boolean networks [25], Petri nets [26], agent-based
models [27], lattice-based models [28].

Rule-based Systems 69

Rule-based modeling (see Fig. 1: 1st row, 2nd column) has gained a lot of attention among 70

biologists, because its notation is very similar to the chemical reaction representation used in 71

systems biology to model biochemical interactions between molecular species. Consider, for 72

example, the classical enzymatic reaction where an enzyme (E) binds a substrate (S) and 73

produces a product (P) by releasing the enzyme (E). This can be expressed in a very compact 74

and concise description by using the two simple rules: 75

1. E + S � ES 76

2. ES → E + P . 77

One important feature of this modeling technique is that rules, unlike equations, are 78

independent units, so they can be easily changed or modified. Furthermore, the simple syntax of 79

rule-based models can be stored in a file as a human-readable text and can be edited and 80

visualized using a graph representation. This makes rule-based modeling friendly for users 81

without specialized mathematical or computer science skills. Rule-based models can be then 82

translated, using different semantics, to generate other computational models, in order to provide 83

a quantitative (i.e., the amount of a species in time) [22, 29] prediction or a qualitative (i.e., 84

where time is abstracted away) understanding of the system’s emergent behavior. For these 85
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reasons, many rule-based modeling languages and tools, such as BIOCHAM [30, 31], 86

Kappa [32], BioNetGen [22, 33], have become very popular among systems biologists in the 87

recent years and have been intensively utilized in concrete case studies [34–36]. We refer to [3] 88

for a more exhaustive review of rule-based modeling. 89

Petri Nets 90

A Petri net (see Fig. 1: 1st row, 3rd column) is a directed graph whose vertices can be divided 91

into two disjoint sets (bipartite graph), a set of nodes called the transitions (meaning events that 92

may occur, i.e., reactions), graphically represented by bars, and a set of nodes called places 93

(meaning the conditions for a reaction to occur, such as the presence of a molecule), graphically 94

represented by circles. Arrows interconnect these nodes, showing the direction of flow, with this 95

main rule: a place node can be connected only to a transition node and vice versa. The data (i.e., 96

species) are generally represented as tokens signified by black marks. The tokens are consumed 97

from the input places through the transitions and then created in the output places. A transition 98

fires whenever it is enabled by the presence of some tokens in one of the places directly 99

connected to it. A concurrent semantics specifies the evolution in time of the token distribution. 100

This modeling framework was introduced by Carl Adam Petri in 1962 with the purpose of 101

describing chemical processes [37], but then was also intensively employed in computer science 102

to specify and analyze concurrent and distributed systems. It is not surprising that this intuitive 103

and graphical modeling style is popular among computational systems biologists [26, 38–40] to 104

describe biochemical reaction systems, where the tokens are interpreted as single molecules of 105

the species involved. The Petri net formalism, as shown also in [41], provides a natural 106

framework, in which both qualitative (given by the static structural topology of the Petri nets) 107

and quantitative (given by the time evolution of the token distribution) analysis are tightly 108

integrated. Important tools for Petri nets used in computational biology are Snoopy [26], 109

MARCIE [42], GreatSPN [43, 44], and Pathway Logic Assistant [45, 46]. 110

Boolean/Qualitative Networks 111

Boolean networks (see Fig. 1: 2nd row, 1st column) were first introduced by Kauffman [25] and 112

then by Thomas [47, 48]. They are often used to approximate the dynamics of genetic regulatory 113

networks by considering genes either activated (true state) or deactivated (false state). A 114

Boolean network is defined in terms of Boolean variables, each one updated by a Boolean 115

function that determines the next truth value state given the inputs from a subset of those 116

variables. This modeling technique, even though it usually introduces a coarse approximation by 117

neglecting intermediate states, is widely employed to analyze the robustness and stability of 118

genetic regulatory networks. For instance, by generating initial random configurations, it is 119

possible, by executing this model, to detect singleton attractors (also called fixed points), where 120

the system is stable. Relevant tools for Boolean networks analysis in systems biology are 121

GINsim [49–51], BoolNet [52] and BNS [53, 54]. Qualitative networks, introduced recently 122

in [55], extend the Boolean network, allowing its elements to assume a finite number of possible 123

values. This feature provides biologists with more flexibility than just Boolean values and 124

enhances the variety of behaviors that it is possible to model with this formalism. The tool for 125

modeling and analysis of qualitative networks is Bio Model Analyzer (BMA) [56]. 126

Statecharts 127

Another natural way to model the dynamics of a biological system is to specify the sequence of 128

the states characterizing its behavior [23]. For example, when a phosphate group is added to 129

some proteins, their functional behavior can change to a phosphorylated state, enabling other 130

potential protein-protein interactions. A system remains in a state until the occurrence of some 131

event (e.g., the activation or inhibition of a gene) moves its internal behavior from one state to 132
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another. This characteristic makes a biological system a multi-scale reactive system, where 133

event-driven concurrent interactions, occurring at different levels (molecular, cellular, tissue, 134

organ, or population level) or between levels and with different timing and order, determine its 135

emergent behavior. The statecharts notation (see Fig. 1: 2nd row, 2nd column) is then a suitable 136

formalism to present, in a graphical representation, the interdependence among the states of a 137

reactive system. Several slightly different versions of these state diagrams have been proposed 138

with different semantics. 139

The statecharts introduced by Harel [57] have been the most popular among biologists, 140

because they offer appropriate constructs (hierarchy of states with transitions, events, and 141

conditions, orthogonal regions, etc.) to handle the complexity of modeling biological systems. 142

The classic statecharts notation, in fact, would require one to specify any possible combination 143

of parameters as a distinct state, leading to an explosion of the number of states. Among the 144

tools for statecharts, the most relevant in systems biology is IBM Rational Rhapsody [58, 59]. 145

Hybrid Systems 146

Hybrid systems [60] (see Fig. 1: 2nd row, 3rd column) extend the state-based discrete 147

representation previously mentioned with a continuous dynamics (generally Ordinary 148

Differential Equations, or ODEs) in each state (or mode). Hybrid modeling techniques [24] are 149

gaining more and more attention in systems biology [61], for their ability to capture the behavior 150

of biological systems that exhibit clear switching characteristics. In particular, sigmoidal 151

switches occur everywhere in biological models: molecular (an example is the sigmoidal 152

behavior exhibited by Hill-type kinetics), cellular, tissue, organ, and population models. Hybrid 153

modeling is generally suitable to combine qualitative (given by the discrete state) and 154

quantitative (given by the continuous dynamics) information [62]. In the last decade, several 155

hybrid system identification (hybridization) methods have been proposed in the 156

literature [63–66] to approximate complex non-linear dynamics with piecewise-linear [67, 68] or 157

piecewise-multi-affine functions [66, 69–71], making such models amenable to formal 158

analysis [60, 66–71] and improving large scale simulation of multi-cellular ensembles [72–74]. 159

It is noteworthy that widely used mathematical platforms, such as Matlab [75] and 160

Simulink [76, 77], enable the user to model and simulate hybrid systems. Other relevant tools 161

for hybrid systems modeling in biology are Rovergene [71], BioDivine [69, 78, 79], 162

Breach [80, 81], dReach [82, 83], and S-TaLiRo [84]. 163

Spatio-temporal Models 164

Continuous state deterministic spatiotemporal systems (see Fig. 1: 3rd row) are generally 165

formulated in terms of reaction-diffusion systems taking the form of semi-linear parabolic 166

partial differential equations (PDE). In the discrete state setting, compartment-based models (i.e., 167

membrane computing), agent-based models, and lattice-based computational models (i.e., 168

cellular automata, cellular Potts) have been employed to simulate the collective behavior of 169

cellular structures. All of these models display a wide range of behaviors emerging from local 170

and non-local interactions, such as traveling waves (i.e., cardiac tissue) [85], Turing 171

patterning [86, 87], and spirals [88, 89]. 172

Compartment-based Models 173

Biological systems are generally organized in compartments (i.e., cell membrane, cell nucleus, 174

organelle), exchanging molecules between them according to certain rules. Compartment-based 175

models (see Fig. 1: 3rd row, 1st column) are specialized to capture several biological 176

characteristics, such as the dynamic rearrangements of the compartments (a typical behavior 177

observed in the mitochondria) and the transport of molecules between them. 178
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The study of the membranes separating the compartments has also initiated a new area 179

within computer science called membrane computing, which aims to discover new bio-inspired 180

computational paradigms, such as the P Systems [90]. However, these models are more suitable 181

for the theory of computation than for modeling in systems biology. 182

Another relevant modeling framework is BioAmbients [91], a process algebra enriched with 183

special operators able to specify merging, splitting, and communication between compartments. 184

BAM [92, 93] is a tool for executing stochastic BioAmbients. BioAmbients evolved into Brane 185

Calculus [94], which offers a specially designed language to describe the dynamic behavior of 186

membranes. Whereas, in BioAmbients, the ambient (i.e., compartment) plays an active role 187

dictating which processes may enter or exit from it, Brane Calculus offers a different 188

perspective, in which the membranes have the control and play the role of coordinators. To the 189

best of our knowledge, there is not yet an implementation available for it. 190

Agent-based Models 191

Agent-based models [95, 96] (see Fig. 1: 3rd row, 2nd column) consider a collection of 192

autonomous decision-making entities, called agents, which individually sense the environment 193

and make decisions on the basis of a set of rules. Although, at the simplest level, an agent-based 194

model consists of a system of agents and the relationships between them, it can still exhibit 195

complex behavior patterns in terms of changes and adaptation in response to environmental 196

challenges or to neighboring agent behaviors (for example competition or collaboration). 197

Because all individuals in a population are explicitly represented, they can have unique 198

histories and behaviors. More complex agent-based models sometimes incorporate sophisticated 199

learning and adaptation rules based on neural networks, evolutionary algorithms, or other 200

techniques. The single-cell-based models represent one of the most promising aspects, in which 201

agents have many cellular functional and structural features and behavior, inching toward reality 202

and enabling the detection of phenomena at different intermediate scales of biosystems. 203

Cell-based models can express important behavioral characteristics of a cell, such as the 204

dynamics of its replication and information on each stage of its development (i.e., cell geometry, 205

size, and mechanical properties). 206

A single-cell-based model should be able to understand how stage-dependent cell-cell 207

interactions at microscopic scale will lead to cell-tissue interactions and stage heterogeneity at 208

mesoscopic level and mechanical properties of the tissue at macroscopic level. Models could be 209

implemented using FLAME [27, 97] and REPAST [28, 98], for example. 210

Lattice-based Models 211

A lattice (see Fig. 1: 3rd row, 3rd column), which defines a regular repeated graph, formed by 212

identical n-dimensional closed grid sites and characterized by periodic or fixed boundary 213

conditions in each direction, is particularly suited for systems description of interconnected 214

processes at the molecular, cellular, and the tissue/organ level. These natural levels can 215

approximately be connected to a microscopic (molecule motion and interactions), mesoscopic 216

(cell division and motion, cell-cell interactions, cell-matrix), and macroscopic scale (tissue and 217

organ mechanical properties), respectively. 218

Cellular automata [99] are discrete dynamic systems – discrete in space, time, and state. 219

Cellular pattern formation can be seen as arising from short-range (such as adhesive forces and 220

cell-cell signaling) and long-range interactions (such as mechanical stress fields or diffusing 221

chemicals). A Bethe lattice [100] (or Cayley tree) is a hierarchically ordered, cycle-free network 222

without ends and has been applied to immunological (idiotypic) networks. 223

In multi-scale lattice-based models, we can observe what happens at almost all scales, from 224

the whole organism down to the molecular level; however, putting things together in order to 225

obtain real understanding is much more difficult and involves scaling up and homogenization of 226

models across multiple spatial scales and related asymptotic techniques for the analysis of 227
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multiple time scales. This problem could be overcome by using energetic considerations, such as 228

in the cellular Potts model (also termed the Glazier Graner-Hogeweg model), which are based 229

on the stochastic Monte Carlo method on a regular lattice [101, 102]. The objects, either discrete 230

generalized cells (unicellular organisms, clusters of cells, individual cells) or continuous fields 231

(such as gradients of nutrients or small molecules), are associated with an energy description of 232

processes such as cell-cell adhesion or cell-nutrient interaction. Lattice rearrangements, which 233

simulate the evolution of the system, are driven by the energy minimization of a Hamiltonian 234

function. 235

A very general and flexible framework for Potts model development is 236

CompuCell3D [103, 104], which has been used to model a variety of anatomical and 237

pathological conditions at cell, tissue, and organ levels. This framework succeeds in combining 238

both a rigorous energetic and mechanical treatment of the process with an intuitive and 239

insightful biological description. There is growing interest in network ensembles approaches. 240

Multilayer networks and, in particular, multiplex networks (in which different networks share 241

the same nodes) could be analyzed using network entropies to evaluate and quantify the 242

correlations between interdependent networks. For example, in biological systems, gene, protein, 243

and metabolite networks have strong correlations and interdependencies that cannot be fully 244

pictured in terms of single graphs [105]. 245

Formal Analysis 246

The modeling languages presented in the previous section play a key role in supporting the 247

rigorous specification of the mechanisms observed experimentally, helping scientists in the 248

formulation of new hypotheses. Once a model is constructed, a suitable tool can parse the syntax 249

of its specification and interpret it according to the semantics of the chosen modeling language. 250

A model can also undergo a process of compilation that automatically translates it into a 251

computer program simulating the biological process under investigation. The generated program 252

can be used to predict the emergent behavior of a system with certain initial conditions. This 253

contributes to the testing procedure and to reducing the number of costly experiments, 254

concentrating all efforts and resources only on those that promise to reveal novel interesting 255

mechanisms. 256

Another advantage is the possibility of inheriting several methods and tools that are 257

commonly developed and employed within the computer-aided verification community to 258

formally check the correctness of a program’s behavior. In the context of systems biology, these 259

methods are becoming very useful for reasoning and analyzing models, validating new 260

experimental results, automatically checking behaviors of interest, and identifying the inputs or 261

parameters of the system enforcing a desired behavior. 262

The formal verification of a program consists in proving that its execution satisfies a given 263

specification of the possible behaviors it should display. In the following, we will first present 264

some logic-based languages used to specify temporal behavioral properties rigorously and 265

concisely. 266

These languages, first developed within computer science, are now also employed in several 267

case studies of systems biology to model recurrent patterns in biological signals or simply the 268

order of relevant biological events. We will then discuss three well-established formal 269

verification techniques designed first to verify programs and now widely employed to analyze 270

biological models: model checking [6, 70, 71, 106–110], runtime verification [80, 111–116], and 271

static analysis [93, 117–119]. 272

Temporal Logics 273

Temporal logics [120–123] are very concise languages to rigorously specify the occurrence of 274

specific temporal behaviors. One of the most popular temporal logics is Linear Temporal Logic 275
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Figure 2. Examples of temporal logics. Comparison between the main features of the LTL
(left) and STL (right) in terms of syntax (top), operators (middle) and semantics (bottom); the
black circles represents a propositional state, and the arrows represent the next step in time.

(LTL), introduced by Pnueli in 1977 [120] to reason about the order of events occurring during 276

the execution of a program. The LTL syntax is given by the grammar shown in Fig. 2-a. The 277

basic proposition p indicates a Boolean value that may express the relationship between a state 278

variable of the system and a value for a particular time instant. For example, we can specify that 279

the concentration of the specie x1 is greater than or equal to a certain threshold r (x1 ≥ r) or 280

that a specific biological event e (e.g., phosphorylation) should occur. More complex logical 281

formulas can be obtained by combining propositions using logical operators such as or (∨) and 282

not (¬). The other classical logical operators such as and (∧) and implication (→) can be 283

derived by combining the previous two, as shown in Fig. 2-b. 284

The LTL syntax includes also two temporal operators: the next (©) operator, which means 285

that a formula ϕ should hold in the next step (see Fig. 2-c), and the until (U ) operator, which 286

requires a formula ϕ1 to hold until a formula ϕ2 becomes true (see Fig. 2-d). 287

From the until operator, it is possible to derive other very suitable temporal operators: the 288

eventually (�) operator specifies that a formula ϕ will finally become true at some point (see 289

Fig. 2-e), and the always (�) operator states that a formula ϕ should remain true forever (see 290

Fig. 2-f). The combination and the nesting of the basic propositions with the logical and 291

temporal operators allow the specification of several different types of temporal behaviors. 292

The most common temporal patterns are: 293

1. reachability properties, where an event will finally happen. For example, we can express 294

the property ”the event of protein A production (event A↑) will finally occur” with the 295

LTL formula ϕ = �A↑. This specification does not guarantee that the same event will 296
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happen again after it has occurred; 297

2. liveness properties, where an event will always finally happen. This specification 298

guarantees that the same event will happen again also after it has occurred. For example, 299

the property ”always the event of the degradation of protein A (event A↓) implies 300

eventually the activation of gene B (event B↑)” [124] can be specified with the LTL 301

formula ϕ = �(A↓ → �B↑); 302

3. safety/invariant properties, where a system will always satisfy a certain requirement. For 303

example, the property ”the number of the osteoclasts, the cells degrading/digesting the 304

bone matrix, xoc during bone remodeling will be always less than a particular 305

concentration c” [107] can be specified with a LTL formula ϕ = �p with p = (xoc ≤ c); 306

4. stability properties, special cases of liveness properties, where eventually an invariant 307

property will hold. For example, the property ”finally the skin cell proliferation xc will 308

reach a stable level l” [125] can be expressed with the LTL formula ϕ = ��p with 309

p = |xc − l| ≤ ε; 310

5. oscillatory properties. For example, the property ”the concentration of a protein xp is 311

oscillating between two levels ta, tb with ta < tb” can be written as the LTL formula 312

ϕ = �((p1 → �p2) ∧ (p2 → �p1)), with p1 = xp ≤ ta and p2 = xp ≥ tb. 313

LTL operates on a single path of the model execution, and a temporal property can be 314

formulated only for one possible trajectory of the system. Other temporal logics such as 315

computational tree logic (CTL) [126] and CTL* [127] have in their syntax special quantifiers 316

that enable the specification of properties over all the possible trajectories or branches in time: 317

universal quantifier (∀) specifies that a nested formula should be true for all the possible 318

trajectories, while the existential quantifier (∃) requires the formula to hold in at least one of the 319

possible trajectories. 320

All the aforementioned temporal logics consider only the temporal order of the events and 321

not the actual time at which they really occur. For example, it is not possible to specify that a 322

formula should hold after two units of time and before three and a half units of time. Even if we 323

decide to discretize the time, recording all the events at each time step, the syntax of these logics 324

is not equipped to deal directly with the specification of real-time intervals. 325

Real-time temporal logics [128–131] overcome these limits by using a continuous time 326

semantics and embedding a time interval in the until temporal operator. 327

The Signal Temporal Logic (STL) [131, 132] is an example of a real-time temporal logic 328

suitable for many biological case studies [115, 116, 133–135]. STL extends LTL with the 329

continuous time semantics and with predicates over real variables (see Fig. 2-g and Fig. 2-h). 330

Fig. 2-i shows how the until operator of the STL syntax is enriched with the possibility of 331

specifying a continuous time interval [a, b] within which the first formula ϕ1 should hold until 332

ϕ2 holds. STL operates on a continuous piecewise representation of a sampled signal. As 333

illustrated in Fig. 2-j and Fig. 2-k, the STL semantics uses interpolation to determine the point 334

between two samples where the formula will start to hold or to be violated. 335

STL has two possible semantics: a qualitative semantics returning a yes/no answer to the 336

question whether the system satisfies or violates the specification, and a quantitative semantics 337

providing also a measure of robustness [111, 113] of how much the system violates or satisfies 338

the specification. Negative robustness implies property violation, while positive robustness 339

implies property satisfaction. As we discuss later in this section, this value can be used to guide 340

the parameter synthesis of a biological model with unknown parameters. 341
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Model Checking 342

Model checking is an automatic formal verification technique able to check the emergence of a 343

particular behavior in a biological model. This technique operates over a discrete time model 344

with a finite number of states, called a Kripke structure [136], where the execution of a model 345

triggers a sequence of events determining the truth value of the propositions of a temporal logic 346

formula. A Kripke structure is a special labeled graph in which the nodes represent the reachable 347

states generated by executing the biological model, and the edges represent the state transitions. 348

A labeling function maps each node to the set of propositions that hold in the corresponding 349

reachable state. A transition relation specifies the set of possible successors for each state. 350

Each node always has a successor or a loop transition starting and ending in the same state, 351

representing non-terminating computations where the evaluation of the atomic propositions does 352

not change (also called fixed point). Suitable user-friendly tools can translate the biological 353

models specified with one of the formalisms presented in the previous section into a Kripke 354

structure representation that can be analyzed with very efficient model checkers such as 355

NuSMV [137, 138] or CADP [139]. The main drawback of this technique is that the number of 356

states of a model usually grows exponentially in the number of its parameters, giving rise to the 357

state explosion problem. In order to tackle this, the majority of model checkers do not explicitly 358

represent the states, but represent sets of states symbolically [140, 141]. For example, the states 359

and the transition relation of a Kripke structure can be encoded as a binary decision diagram 360

(BDD) [140], a very compact acyclic graph data structure used to represent a Boolean function 361

and in general also sets or relations. The logical operations required by model checking are then 362

interpreted as operations over sets and implemented by polynomial-time graph manipulation 363

algorithms [140] directly on this representation of sets. The works of Bryant [140] on BDDs and 364

of McMillan [141] on symbolic model checking provide more details on the symbolic approach. 365

Model checking techniques have been then extended also to many other computational 366

models that can be regarded as Kripke structures, such as continuous- and discrete-time Markov 367

chains (CTMC and DTMC) [6] (by adding probabilities), Petri nets [41], hybrid systems [142] 368

(by adding continuous dynamics), and spatial lattice-based models (using the quad-tree 369

representation) [88]. In the case of CTMC and DTMC, the analysis may benefit from using 370

probabilistic model checkers such as PRISM [6, 143, 144], which provide a real number in the 371

interval of [0,1] corresponding to the probability that the system model will satisfy the property 372

of interest. The algorithm used to calculate this probability can return either the exact 373

solution [123], if it operates directly on the structure of the Markov chains, or an approximated 374

solution, when it measures statistically [145] the probability of satisfying a property for a set of 375

samples, generated using a Monte Carlo simulation of the system model. This statistical 376

approach can be applied not only to the classical DTMC and CTMC models, but also to 377

stochastic hybrid systems [146], where the continuous dynamics are calculated by integration 378

and the discrete transitions are chosen non-deterministically, by following a probability 379

distribution. 380

Runtime Verification/Monitoring 381

Another way to overcome the state explosion problem of model checking is to focus the analysis 382

on a single execution trace instead of performing an exhaustive verification. Runtime 383

verification is a lightweight yet powerful verification technique that aims to check whether the 384

current execution of a program (i.e., the time series of the concentration of the protein expression 385

during a gene regulatory network simulation) satisfies or violates a property of interest. 386

The emergent property is still specified in terms of a LTL formula or one of its extensions, 387

but in this case only a single behavior is evaluated. Monitoring does not require a system model, 388

but only a set of observable, discrete, or continuous signals that can be collected during a 389

wet-lab experiment or generated by numerical simulation. As previously mentioned, in the last 390

decade LTL has been extended to specify properties of real-valued variables defined over dense 391
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real time. A pioneering example of LTL with predicates expressed in terms of constraints over 392

reals is LTL(R), presented in [147, 148], and then implemented to monitor numerical 393

simulations of biological models in BIOCHAM [108]. 394

Also, STL [131] extends LTL with a continuous time semantics and with predicates over real 395

variables, and it is implemented in the Breach [80] and S-TaLiRo [84, 149] tools. In these tools, 396

the evaluation of the STL formula robustness for a particular trajectory through monitoring is 397

used in combination with sensitivity-based analysis techniques [107, 114, 115, 135] or 398

stochastic-based optimization techniques [116, 149] to steer the simulation of a biological model 399

toward the parameter regions in which it would display the property of interest. 400

Static Analysis 401

As the term “static” indicates, this analysis is performed on the static description of the model 402

without actually executing it. The principles of static analysis originated in the field of compiler 403

optimization. Nowadays, this approach is widely employed in software verification, its key role 404

being to detect potentially vulnerable code in safety-critical applications. 405

While model checking generally needs to explore all the states originated by executing the 406

semantics of the model, static analysis operates on the syntactic level of the specification or by 407

using abstract interpretation [150] over finite approximations of the possible model 408

executions [151]. Static analysis can reveal important information regarding the model 409

specification (e.g., the control structure, the flow of species concentrations, the interactions 410

among species), without performing all of the underlying concrete calculations. In the last 411

decade [117], static analysis has become a useful technique to analyze biological models 412

also [93, 118, 119]. In [93], the authors successfully employ this technique to analyze biological 413

pathways. Given a formal model in BioAmbients of the LDL degradation pathway, the authors 414

compute a fine over-approximation of the possibly infinite reaction sequences that the model 415

specifies. This approximation is safe, meaning that all the reaction sequences that do not appear 416

in the analysis are not possible. 417

Static analysis is crucial to deal with the complexity of real systems (see also [118, 119] for 418

other important examples in systems biology), where model checking all the reaction sequences 419

will fail, owing to the state explosion problem. However, it is not as precise as executing the 420

model: it is not possible to guarantee that all the reachable states in the over-approximation are 421

also reachable in the original model’s behavior. 422

In some cases (see, for example, the Rovergene tool [71]), static analysis and model 423

checking techniques are combined. The first constructs an abstract domain using suitable 424

abstractions. The second provides a logical framework to search in the abstract domain if a set 425

of states is not reachable. This guarantees that they will never occur in the original model’s 426

behavior. Examples of this analytic approach can be found in several case studies: genetic 427

networks [71], loss of cardiac cell excitability [66], and bone remodeling [107]. Static analysis 428

has also been used in [152] to relate different semantics and formalisms used for describing 429

reaction systems. 430

Tools 431

We now use the concepts previously discussed as a guide to choosing among the several tools 432

available. 433

Fig. 3 and Table 1, though not purporting to be complete, present a selection of software 434

closely related to the topics discussed in this review. In Fig. 3 we classify the listed tools by the 435

computational modeling language, the supported semantics of execution, and the formal analysis 436

that can be performed, based on the literature. We also specify if the tool supports a mechanism 437

to tune the model’s parameters, guided by the formal analysis. 438
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Figure 3. Summary of the features for the selected tools. Tools are classified by the
supported computational modeling language, their execution semantics, and the formal analysis
that can be performed, based on the literature.

While each modeling language was developed to solve a real problem, different modeling 439

languages may map into the same program. Knowledge of the syntax is needed in order to carry 440

out static analysis. The executable program, on the other hand, is no longer syntax dependent. 441

Quantitative analysis (i.e., simulation), which considers the time dimension, is then performed 442

on the output produced by the program. 443

In the second column of Table 1 (Main case studies), references to some applications are 444

presented. The large variety of tools will accommodate the current rich interdisciplinary and 445

multidisciplinary systems biology scenarios. Scientists with different backgrounds may have 446

different initial preferences and later move in various directions, generating the conditions for 447

extensive exchange of ideas and methodological innovations. 448

Conclusions and Vision 449

The growing availability of large amounts of data (i.e., BigData) will allow models to be tested 450

very finely. Spatial data could be collected in three dimensions (thanks, perhaps, to microscope 451

imaging advances), capturing the formation of patterns, niches, molecular associations, and 452
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Table 1. Summary of the main case studies in systems biology for the listed tools.
Tool Main case studies
BAM [92] LDL Degradation Pathway [93]
BETAWB [12] The MAPK biochemical pathway [12], Cell-Cycle [11]
BIOCHAM [30] Mammalian Cell Cycle Control [34], G protein-coupled receptor kinases [31]
BIODIVINE [69, 78] Genetic Regulatory Networks [79]
BIONETGEN [22] + BIOLAB [33] HMGB1 signal pathway [35],

Analysis of T-Cell Receptor Signaling Pathway [33]
BIO-PEPA WB [13] Plant circadian clock [14]
BOOLNET [52] Genetic Networks [52]
BMA [56] Biological Signaling Networks [55]
BNS [53] Cell Cycle Sequence of Fission Yeast [54]
BREACH [80] Collagen proteolysis [115], Cellular Iron Homeostasis Network [81]
COMPUCELL3D [103] Vertebrate Segmentation and Somite Formation [104]
COPASI [8] Biochemical Networks [9]
dREACH [82] Cardiac Cell Hybrid Models [83]
FLAME [27] Sperm behaviour [97]
GINSIM [49] Diversity and plasticity of Th cell types [50],

MAPK network on cancer cell fate decision [51]
GREATSPN [43] Signal Transduction Pathways for Angiogenesis [44]
IBM RATIONAL RHAPSODY [58] T-cell activation with statecharts [59]
KASIM [32] EGFR signaling [36]
MATHWORKS SIMULINK [76] Heart model for pacemaker verification [77]
PATHWAY LOGIC [45] Sporulation Initiation in B.Subtilis [46],

MAPK Signaling Network [46],
EGF Stimulation Network [45]

PRISM [6] Biological Signaling Pathways [6, 143, 144], Bone pathologies [107]
ROVERGENE [71] Synthetic transcr. cascade [71], Myocyte excitability [66], Bone Remodeling [107]
SNOOPY [26] + MARCIE [42] Systems and Synthetic Biology [41]
SPIM [15] Modeling of the EGFR network [16], MHC class I peptide optimization [17]
S-TALIRO [84] Modeling of the Insulin-Glucose Regulatory System [149]
REPAST [28] Bone Remodeling [98]

multi-scale features. The time dimension could range from molecular events (for example DNA 453

mutations or epigenetic changes) to organism development, circadian, species evolution, and 454

other meaningful periodicities. 455

The development of new efficient tools will motivate others to generate new computational 456

models or to improve the existing ones. This will increase the community of scientists sharing 457

their knowledge through standardized computational models reproducing numerically the 458

behavior of the biological process under investigation. With computational modeling acquiring 459

better capacity to describe biological systems and processes at a level useful for prediction and to 460

suggest experiments, it will trigger a useful feed-forward process with experimental biologists. 461

The tools described in this paper can already accommodate different complexly structured 462

properties of biological processes and could be used separately or in different combinations and 463

architectures. This will enable biologists to answer complex questions. For example, temporal 464

logics, in particular, will have a profound impact in systems biology by helping to transform 465

cause-effect relationships into objects that can be manipulated both mathematically and 466

computationally. In epistatic control, temporal logics can be used to model two or more causal 467

factors as interacting mechanistically with respect to the observed phenomenon. Doing so will 468

establish powerful connections, with reasoning based on logic and statistics and the mechanisms 469
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and processes that underlie the observed behavior. 470

One future interesting research direction that we envision is the extension of the current 471

formal analysis techniques and temporal logics to the spatial domain. For example, 472

understanding how a spatial pattern emerges from the biochemical level acting at the cellular 473

level (i.e., morphogenesis in developmental biology) is currently very challenging, because of 474

both the high computational complexity required by the spatio-temporal modeling and the lack 475

of a suitable specification language to specify the spatio-temporal patterns of 476

interest [86, 87, 153]. 477

Furthermore, the rapid progress of modern technologies for healthcare has led to a new 478

generation of devices called medical cyber-physical systems [154], in which smart and 479

collaborative computational elements control the biological systems. Examples include 480

pacemakers, biocompatible and implantable devices, insulin pumps, electro-anatomical mapping 481

and intervention, robotic prosthetics, and neurostimulators. Here, the computational modeling of 482

the biological part is indispensable to the development of efficient and safe controlling devices. 483

Furthermore, the successful application of formal analysis techniques and tools to verify the 484

correct and safe behavior of these systems will have an economic impact on our society by 485

reducing warranty, liability, and certification costs. We believe that the concepts and the 486

computational tools described here represent core elements of computational description, 487

particularly in the framework of systems biology, and will have some relevance to both 488

newcomers and experts. 489
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115. Donzé A, Fanchon E, Gattepaille LM, Maler O, Tracqui P. Robustness analysis and 811

behavior discrimination in enzymatic reaction networks. PLoS One. 2011;6(9):e24246. 812

PLOS 21/24



116. Bartocci E, Bortolussi L, Nenzi L, Sanguinetti G. System design of stochastic models 813

using robustness of temporal properties. Theor Comput Sci. 2015;587:3–25. 814

117. Nielson F, Nielson HR, Priami C, Rosa D. Static Analysis for Systems Biology. In: 815

Proc. of the Winter International Synposium on Information and Communication 816

Technologies. WISICT ’04. Trinity College Dublin; 2004. p. 1–6. 817

118. Danos V, Feret J, Fontana W, Krivine J. Abstract interpretation of cellular signalling 818

networks. In: Proc. of VMCAI ’2008: the Ninth International Conference on 819

Verification, Model Checking and Abstract Interpretation. vol. 4905 of LNCS. Springer, 820

Berlin, Germany; 2008. p. 83–97. 821

119. Feret J. Reachability Analysis of Biological Signalling Pathways by Abstract 822

Interpretation. In: Proc. of ICCMSE ’2007: the International Conference of 823

Computational Methods in Sciences and Engineering. No. 963.(2) in American Institute 824

of Physics Conference Proceedings. American Institute of Physics; 2007. p. 619–622. 825

120. Pnueli A. The temporal logic of programs. Foundations of Computer Science, IEEE 826

Annual Symposium on. 1977;0:46–57. 827

121. Clarke EM, Emerson E. Design and synthesis of synchronization skeletons using 828

branching time temporal logic. In: Proc. of Logics of Programs, Workshop. vol. 131 of 829

LNCS. Springer Berlin; 1982. p. 52–71. 830

122. Hansson H, Jonsson B. A Logic for Reasoning about Time and Reliability. Formal Asp 831

Comput. 1994;6(5):512–535. 832

123. Aziz A, Sanwal K, Singhal V, Brayton R. Model-checking continuous-time Markov 833

chains. ACM Trans Comput Logic. 2000 Jul;1(1):162–170. 834

124. Batt G, Belta C, Weiss R. Model Checking Liveness Properties of Genetic Regulatory 835

Networks. In: Proc. of TACAS 2007: the 13th International Conference on Tools and 836

Algorithms for the Construction and Analysis of Systems. vol. 5016 of LNCS. 837

Springer-Verlag; 2007. p. 323–338. 838

125. Cook B, Fisher J, Krepska E, Piterman N. Proving Stabilization of Biological Systems. 839

In: Proc. of VMCAI 2011: the 12th International Conference on Verification, Model 840

Checking, and Abstract Interpretation. vol. 6538 of LNCS. Springer; 2011. p. 134–149. 841

126. Clarke EM, Emerson EA, Sistla AP. Automatic Verification of Finite-state Concurrent 842

Systems Using Temporal Logic Specifications. ACM Trans Program Lang Syst. 843

1986;8(2):244–263. 844

127. Emerson EA, Halpern JY. ”Sometimes” and ”Not Never” Revisited: On Branching 845

Versus Linear Time Temporal Logic. J ACM. 1986;33(1):151–178. 846

128. Alur R, Henzinger TA. Real-time Logics: Complexity and Expressiveness. In: LICS; 847

1990. p. 390–401. 848

129. Alur R, Henzinger TA. A Really Temporal Logic. J ACM. 1994;41(1):181–204. 849

130. Alur R, Feder T, Henzinger TA. The Benefits of Relaxing Punctuality. J ACM. 850

1996;43(1):116–146. 851

131. Maler O, Nickovic D. Monitoring Temporal Properties of Continuous Signals. In: Proc. 852

of FORMATS/FTRTFT 2004: joint International Conferences on Formal Modeling and 853

Analysis of Timed Systmes and Formal Techniques in Real-Time and Fault-Tolerant 854

Systems. vol. 3253 of LNCS; 2004. p. 152–166. 855

PLOS 22/24
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